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My trajectory

the inexorable advance of time
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My interests

In general, my work focuses on AI applications for healthcare. 

On the methodological side, I dabble in:

● Causal inference

● Out-Of-Distribution detection

● Explainable AI



Agenda

1. Confirmation bias

2. Measuring linguistic abilities of LLMs without 

confirmation bias
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Example: classification on tabular data
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Example: classification on image data



7

Example: classification on text



What can go wrong: the way in which explanations are 
used and understood

Suppose you get an 
image and an explanation 

Is this convincing?

Why?



What can go wrong: the way in which explanations are 
used and understood

How do you know that the 
machine has a concept of 
‘head’ that it is used to 
classify the meerkat?

Or ‘beak’ to classify the 
dowitcher?



What can go wrong: confirmation bias

The fact that the cloud of 
pixels highlighted is 
sensible to us does not 
mean that it is highlighted 
for the right reason.

Confirmation bias

The tendency to believe 
explanations that confirm 
our belief/conviction.



Case study: linguistic abilities of LLMs

Core idea: if an LLM can distinguish (classify) ambiguous 
from unambiguous sentences, it can tell the difference.



LLMs’ abilities are assessed with benchmarks of 
minimal pairs

Various papers define benchmark to test specific linguistic abilities of LLMs.



We believe performance on benchmark is a too indirect 
way to test behaviour

Our research agenda:

- find a way to formally specify a behavior of interest
- find a metric to measure compliance with the behavior
- side-step confirmation bias



Our approach for LLMs’ linguistic abilities

- find a way to formally specify a behavior of interest -> express behavior 
in terms of token-level perplexity 

- find a metric to measure compliance with the behavior -> prompt LLMs 
and measure token-level perplexity metrics

- side-step confirmation bias -> make proper conclusions about what 
LLMs do and do not



Example of two prompts



Pivotal tokens

The tokens in bold are those 
that render a sentence 
(un)ambiguous.



Our definition of the desired behavior

If the model understands the 
difference between ambiguous 
and unambiguous, it should be 
more perplexed at the pivotal 
tokens in bold in the 
second/incorrect prompt.



Our workflow

1. Define pivotal tokens
2. Use a minimal pair to get 

two prompts
3. Run the model with both 

prompts and record 
token-level perplexity

4. Take the difference in 
perplexity between the 
prompts

We repeated this over several 
different benchmarks.



Results: benchmarks are too optimistic when 
evaluating LLMs’ linguistic skills



Results: pivotal tokens are still the most influential 
group of tokens in these prompts



Takeaways

- confirmation bias is a problem for many XAI techniques
- we need a way to specify behavior and measure compliance
- we defined linguistic skills in terms of token-level perplexity 

and showed that
- Mistral and Gemma have a lower level of linguistic skills compared to 

what NLP benchmarks suggest
- Both models still seem to be influenced by the right parts of the text


