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Overview of today’s presentation

Motivating the problem

▪ Why assessing treatment effect heterogeneity (TEH) matters and why it is a 
challenging problem

Introducing WATCH

▪ A workflow for a structured exploration of TEH

Using explainable ML/AI for assessing TEH

▪ Using Shapley values derive effect modifiers.



Imaginary scenario … 
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The trial failed! 

... but for women over 50, the 

response rate is 

70% in our drug and 

only 30% in placebo 

Example inspired by a talk of Prof Richard Samworth

https://drive.google.com/file/d/1ScAD1cizSjRFFUDWiAn2LK1W29Si9vpr/view


Treatment Effect Heterogeneity
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➢ Subgroup analysis ⟺ Assessing Treatment Effect Heterogeneity (TEH) 

➢ TEH: Non-random variation in treatment effects across levels of baseline patient 
characteristics,  which in this talk we as features or covariates.

➢ It is a hard problem, because of …

➢ High chances of false negatives due to insufficient sample size
Clinical trials not designed for assessing subgroup treatment effects or testing 
interactions (underpowered).

➢ High chances of false positives due to multiplicity
Performing multiple comparisons on unreliable or noisy subgroup treatment effects and 
selecting “the best” can introduce bias (selective inference).



Issues with replicability of subgroup findings
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Issues with replicability of subgroup findings
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Without external replication or 

plausibility, data-based findings 

alone are very speculative



Exploratory assessment of the TEH is important

“ ... ignoring the problem, and 
similarly routinely dismissing 

results of subgroup analysis, is 

no scientific solution.”
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Influence strategic internal development 
decisions, such as:

• enrichment, 

• generating hypothesis for new (targeted) trials, 
• prepare for health authority questions.



Workflow for Assessing Treatment effeCt Heterogeneity - WATCH

Aims
➢ Generate insights on how treatment effects may vary with 

baseline characteristics in the clinical trial (or pool of trials)
→ Pre-planned and results quickly available after data-base lock

➢ Combine external and data-based evidence to improve 
decision making on treatment effect heterogeneity

➢ A systematic approach that fosters transparency, reducing 
misunderstanding or errors, and allowing better replication 
of the findings

Scope
➢ Exploratory assessment of TEH, applicable to Phase 2 or 

Phase 3 trial.

Out of scope
➢ Confirmatory statements on subgroup effects.



TEH exploration 

Variable 

importance

Treatment 

effect plots

Global 

heterogeneity test

p-value

Address questions with flexible statistical modelling

Question 1: How strong is the overall evidence against 

the scenario of homogeneous treatment effects?

Question 2: Which variables drive observed 

heterogeneity?

Question 3: How does the treatment effect change for 

the identified variables?



Case 1: For continuous and binary 

endpoint use conditional average 

treatment effect (CATE) to derive a 

proxy of individualized treatment effects

Case 2: For treatment effects 

based on regression models (e.g. 

hazard ratio, odds ratio) derive a 

score residual for each patient

Q1: Use the derived variable to 

test the null hypothesis of 

homogenous treatment effect

Q2: Use the derived variable to 

rank covariates on their strength 

of modifying the treatment effect

Q3: Visualize how treatment effect 

changes with the identified 

covariates

TEH exploration
 methods … 



Erik Hermansson 

(AstraZeneca)

David Svensson

(AstraZeneca)

Ilya Lipkovich

(Eli Lilly)

Nikolaos Nikolaou

(UCL)

Deriving effect modifiers 
                  … using SHAP 

Causal 

Inference

Game

Theory

Machine 

Learning

Shapley values



A game theoretic approach for model explainability
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SHAP (SHapley Additive exPlanations) is a method 
that applies the game-theoretic principles to explain 
the output of ML/AI models.

Shapley values provide a fair method for 

distributing a game's total payoff among 

players by averaging their marginal 

contributions across all possible coalitions.

Lloyd Shapley

(Nobel Prize in Economy 2012)
SHAP provide: 

• Global and local interpretability: It offers a unified approach by explaining both the overall 
drivers of the model, but also the drivers behind an individual prediction

• Theoretical grounding: Because it is rooted in Shapley values, it ensures that feature 
contributions are mathematically consistent and fairly attributed.

𝑌𝑋1 𝑋2 … 𝑋𝑝

𝒙1

⋮

𝒙𝑛



Motivating Shapley values: the taxi sharing problem
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How should these three individuals 

fairly split a 50 € bill?

15 €

25 €

50 €

10

20

30

40

50

15

25

50

Example inspired by a presentation of Dr. Trefor Bazett

https://www.youtube.com/watch?v=fSwcGqFV2RM
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Red is not happy, because 

all of the benefit of him 

joining this coalition goes 

to the green and blue. 15 €

25 €

10

20

30

40

50

15

10

25

Motivating Shapley values: the taxi sharing problem

50 €
How should these three individuals 

fairly split a 50 € bill?
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15 €

25 €

10

20

30

40

50

0

25

25

This time green is not happy 

since he is not sharing the 

benefits of forming the 

coalition. 

Motivating Shapley values: the taxi sharing problem

50 €
How should these three individuals 

fairly split a 50 € bill?
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15 €

25 €

10

20

30

40

50

0

50

0

Finally, in this case the blue 

does not gain anything from 

this coalition.  

Motivating Shapley values: the taxi sharing problem

50 €
How should these three individuals 

fairly split a 50 € bill?
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15 €

25 €

10

20

30

40

50

???

???

???

There’s a fair solution where 

each person pays less than 

they would have individually, 

offering a clear benefit to 

forming the coalition.

Motivating Shapley values: the taxi sharing problem

50 €
How should these three individuals 

fairly split a 50 € bill?
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The idea of marginal contribution …
Order Red adds Green adds Blue adds

Red → Green → Blue 15 10 25

Red → Blue → Green 15 0 35

Green → Red → Blue 0 25 25

Green → Blue → Red 0 25 25

Blue → Red → Green 0 0 50

Blue → Green → Red 0 0 50

Average marginal contributions over every 

possible way that we can permute the order

• Red = (15 + 15 + 0 + 0 + 0 + 0) / 6 = 5 

• Green = (10 + 0 + 25 + 25 + 0 + 0) / 6 = 10 

• Blue = (25 + 35 + 25 + 25 + 50 + 50) / 6 = 35

Efficiency

The contributions from all 

players exactly add up to the 

total payoff. 

Symmetry

If two players always contribute 

the same amount, they should 

get the same share.

Dummy

(Null player)

If a player never changes the 

payoff, their contribution is zero.

Additivity

If we combine two separate 

games, each player’s total share 

is the sum of their shares in the 

individual games.

A player's marginal contribution is the additional value 

they bring to a coalition when they join it.

The average marginal contributions is the 

unique solution that satisfies four axioms, 

widely recognized as defining a fair allocation.
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10

5

10

35

15 €

25 €

5 5 5

5 5

25

Motivating Shapley values: the taxi sharing problem

50 €
How should these three individuals 

fairly split a 50 € bill?

A different way to think about it …

20

50

30

40
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From taxi sharing problem to explaining ML/AI models
𝑌𝑋1 𝑋2 … 𝑋𝑝

𝒙1

⋮

𝒙𝑛

15 €

25 €

5 5 5

5 5

25

50 €

Trained 

model



From taxi sharing problem to explaining ML/AI models
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Taxi sharing story

Players = passengers (Red, Green, Blue)

Total payoff = total taxi fare

Coalition = who’s in the taxi so far

Marginal contribution = extra cost when 

someone joins

Model-agnostic SHAP: Just like we tried every seating order for passengers, we can try every 

permutation of features to see how much each adds to the model prediction. Testing every order is often 

impossible, and there are practical approximations like KernelSHAP.

Model-specific SHAP: For certain model types, we can use the model’s internal structure to calculate 

Shapley values exactly and quickly, e.g., TreeSHAP, DeepSHAP.

Explaining ML models

Players = features (e.g., Age, Income, Location)

Total payoff = model output for one example

Coalition = which features are “known” to the model

Marginal contribution = how much prediction 

changes when we reveal that feature

Trained 

model



A toy simulated scenario: 

𝑥1, … , 𝑥50 ∼ 𝑁 0,1 , 

y= sin 𝜋𝑥1 + 𝜖

An XGBoost fitted to data; 

& then derive TreeSHAP.

22

A toy example for deriving SHAP values

Generate both global ranking and 

local importance (dependency plot)
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Motivating the problem: 
treatment effect heterogeneity and drug development

Gefitinib Carboplatin-paclitaxel 

EGFR 

positive
EGFR 

negative

A framework for 

discovering predictive 

biomarkers based on 

SHAP values.

EGFR mutation is predictive ...

EGFR

EGFR: Epidermal Growth Factor Receptor



Estimating individualized treatment effects
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𝐴
1

0

1

0

1

0

⋮

0

𝑌 1 − 𝑌(0)
?

?

?

?

?

?

⋮

?

𝑋1 𝑋2 … 𝑋𝑝

𝐴 = 1

𝐴 = 0

𝒙1:

𝒙2:

𝒙3:

𝒙4:

𝒙5:

𝒙6:

⋮

𝒙𝑛:

𝐴 = 1 𝐴 = 0
Predictive covariates (effect modifiers)
helps determine how well a patient is likely to 

respond the treatment

Prognostic covariates
are patient characteristics that predict the 

likelihood of an outcome, regardless of treatment.

Conditional Average 

Treatment Effect (CATE): 

CATE =  𝔼[𝑌 1 − 𝑌(0)|𝑋]

𝑌
1.2

-0.8

2.9

1.1

0.9

1.2

⋮

-0.1

𝑌(1)
1.2

?

2.9

?

0.9

?

⋮

?

𝑌(0)
?

-0.8

?

1.1

?

1.2

⋮

-0.1
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T-Learner
Fit one model for the outcome if treated, another if not 

treated; subtract predictions to get CATE.

S-Learner

Fit a single model with treatment as just another 

feature; predict outcomes for both treatment values 

and subtract.

X-Learner

Start like T-Learner, then impute missing 

counterfactuals and re-weight estimates to improve 

accuracy.

DR-Learner
Combines outcome modeling and propensity score 

modeling so if one is wrong, the other can still help.

R-Learner
First remove variation explained by covariates, then 

model residuals to estimate treatment effect.

Causal Forest

An adaptation of random forests that directly learns 

treatment effect heterogeneity instead of just predicting 

outcomes.

Outcome model 2:

𝝁𝟎 𝒙 = 𝔼 𝑌 𝐴 = 0, 𝑋 =  𝒙)

Outcome model 1:

𝝁𝟏 𝒙 = 𝔼 𝑌 𝐴 = 1, 𝑋 =  𝒙)

Propensity model:

𝝅 𝒙 = 𝔼 𝐴 𝑋 =  𝒙)

Estimating individualized treatment effects



Example: DR-learner

▪ STEP 1: first estimates “pseudo-outcomes” ෠𝜓𝐷𝑅:

▪ STEP 2: regress Xs on these “pseudo-outcomes” to derive the CATE:

 ෣CATEDR = ො𝝉𝐃𝐑 𝒙 = ෡𝔼 ෠𝜓𝐷𝑅 𝑋 =  𝒙)

Outcome model 2:

𝝁𝟎 𝒙 = 𝔼 𝑌 𝐴 = 0, 𝑋 =  𝒙)
Outcome model 1:

𝝁𝟏 𝒙 = 𝔼 𝑌 𝐴 = 1, 𝑋 =  𝒙)

Propensity model:

𝝅 𝒙 = 𝔼 𝐴 𝑋 =  𝒙)

CATE  model:

𝝉𝐃𝐑 𝒙 = 𝔼 ෠𝜓𝐷𝑅  𝑋 =  𝒙)

෠𝜓𝐷𝑅(𝐱𝑖 , 𝑦𝑖 , 𝑎𝑖) =
𝑎𝑖  − ො𝜋(𝐱𝑖)

ො𝜋(𝐱𝑖)(1 − ො𝜋 𝐱𝑖 )
𝑦𝑖 + 1 −

𝑎𝑖

ො𝜋(𝐱𝑖)
ො𝜇1(𝐱𝑖) − 1 −

1 − 𝑎𝑖

1 − ො𝜋(𝐱𝑖)
ො𝜇0(𝐱𝑖)

In the DR-Learner, CATE estimation is reducible to fitting a single final model 
on pseudo-outcomes — turning the problem into a standard prediction task. 

This final model can be interpreted using tools like SHAP.



Generic idea1 (applicable to any CATE approach)

Approach: “explaining CATE in terms of the baseline predictors” by a surrogate Model:

Regressing Ƹ𝜏 𝒙  against 𝑥1, … , 𝑥𝑝, and derive SHAP from the fitted model.

 

Our implementation:  Ƹ𝜏 𝑥  ~  𝑥 using XGBoost (→ TreeSHAP).    

Bypasses issues (related to multistage approaches),

      i.e., agnostic to CATE approach details. 

Scales up well.
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1: This approach shares ideas with early approaches in Subgroup Identification such as ”Virtual Twins” (Foster et al 

2011) where novel subgroups are derived via regressing estimates of ITE against x (pruned CART tree)
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Using SHAP values to explain CATE models

A roadmap illustrating the 

various principled approaches 

to derive SHAP values for 

CATE models. This flow chart 

provides a guide through the 

different methods of CATE 

estimation and stages of 

SHAP implementation.
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Simulation study to answer various questions

(1) Does the meta-learner choice affect performance of SHAP biomarker discovery?

(2) How the prognostic strength affects the performance of the different methods?

(3) How SHAP methods perform in comparison to model-specific VIP? 

(4) Do the strategies for deriving SHAP for R- and DR-learner differ? 

(5) Can SHAP values help us to derive the marginal predictive effect?

RCT Observational

3 evaluation 

measures

Good

Bad
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Conclusions

✓ Assessing TEH in a challenging problem, and needs to be approached 
through some structured workflows, like WATCH

✓ Explainable ML/AI can play an important role on assessing TEH.

✓ SHAP values provide a powerful framework for explaining CATE 
models; however, the method of deriving SHAP values can vary across 

different CATE modeling strategies.

✓ S-Learning, DR-Learning, and R-Learning showed good performance 
across metrics and scenarios. 

✓ The surrogate approach is generic, and scales up well. 

Thank you!!!

Code available in:

https://github.com/DaveJSvensson/SHAP_CATE
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