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Traditional: Effect sizes + uncertainty
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Traditional: Effect sizes + uncertainty
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Machine learning in behavioral science

y— Machine learning in the prediction of depression
odicine. treatment outcomes: a systematic review and meta-
analysis

ﬁ Published online by Cambridge University Press: 12 October 2021

[ ]

Mehri Sajjadian, Raymond W. Lam, Roumen Milev, Susan Rotzinger, Benicio N. Frey,

Claudio N. Soares, Sagar V. Parikh, Jane A. Foster, Gustavo Turecki and Daniel ). Muller

“studies reported a mean accuracy of 0.63
[95% Cl 0.56-0.71]"
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RuleFit (Friedman & Popescu, 2008)
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RuleFit (Friedman & Popescu, 2008)




Example: Depression treatment outcomes

Psychotherapy (CBT) vs. Pharmacotherapy (PHA)
Treatment outcome: Depression rating scale score

N=694 observations (from 7 studies)



library ("pre")

set.seed(42)

pre _mod <- pre(HRSDtl ~ Tx group + Age + Gender + education +
ComorbidAnxiety + HRSDt0, data = metadata)

print (pre mod)

rule coefficient description
(Intercept) 14.0434584 1
rule4dl 1.9168924 Tx group %in% c("CBT") & ComorbidAnxiety %in% c("yes")
education -1.2840478 1 <= education <= 4
rulel8 -1.1955925 HRSDt0 <= 24
ruleé6l 1.1180350 HRSDt0 > 20 & Tx group %in% c("CBT")
rule38 1.1021041 ComorbidAnxiety %in% c("yes") & HRSDtO > 20
rule65 -1.0429025 HRSDtO <= 24 & HRSDtO <= 16 & Gender %in% c("female")
rule24 -0.8392146 HRSDt0 <= 18 Gender %in% c("female")

rulel -0.1621209 HRSDt0 <= 18



From trees to rules

ri(x) = I(HRSDtO > 18)

r3(x) = I(education > 1)
b < 0.001 .
1, (x) = I(HRSDtO > 18) - I(education < 1)
718 > 18 rs(x) = I(HRSDtO > 18) - I(education > 1)
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RuleSHAP (Spadaccini et al., 2025)

Estimation and uncertainty with hierarchical Horseshoe prior
(Busatto & van de Wiel, 2025)
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Example: Cholesterol levels

* Merged data from epidemiological cohort studies (N=20,000)

* 8 predictors, 4 artifical noise features
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(b) Cholesterol
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Estimating effects

Notoriously difficult in presence of multicollinearity and
Interactions!

SHAP methods (e.g., Lundberg & Lee, 2017) use Shapley values
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Estimating effects: Shapley values
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Estimating effects

Notoriously difficult in presence of multicollinearity and
Interactions

SHAP methods (e.g., Lundberg & Lee, 2017) use Shapley values

Notoriously heavy computation!

RuleSHAP (Spadaccini et al., 2025): Simplified expression for
interventional SHAP values for rule ensembles

Classified as | Public - Publiek (Openbaar)



Classified as | Public

age genderf ethnicity smolMNo smoPY cofio
\/W — — .,m !
[1H]
; -2 0 1.0 05 00 05 101 2 3 4 £ 140 05 00 05 10 0 1 2 10 05 00 05 10
[1H]
E. bmi gluc noise1 noise2 noise3 noise4
-
Lf)]
0.5
1 g™ - . oyl
0.0 o | ——
0.5
0 1 0 1 -2 -1 0 1 2 -2 -1 0 1 2 -2 1 0 1 2 -2 -1 0 1 2

Feature value



—— Male —— Female

Sex

<HRF <D < TR <Jdbo omo @ DOGRE o0 @O0

=] <] <5 Igedk] <0 oo o 03]
< <]l 1= <] © O O GO O @
<] < ] <Rk ] COoaoD /€00 @ [}
< <3< <34 Qoo @ D o @
] ] Al <E fa cotetars =" ¢ o oo
<] -] <] DO OO G
kgl <1 oo alp oom = %
<3 <3 N - O D O O
<] =gl <94 ano R
-8
..f.
o
(v TR
o0 ] 1]
; 2
-2
=]
l -3
=
o ]
A A O&e
(E=ane ] O
eI -] O
T”..“.y KO = et
T i Es]
R T <HDD
ORI <kl
@ k] o - m
| 1 1 |
< o < <o

1098 xasg + aby juior

Classified as | Public - Publiek (Openbaar)






Vacancy for a PhD student!

m.fokkema@fsw.leidenuniv.nl
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