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Traditional: Effect sizes + uncertainty
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Machine learning in behavioral science

“studies reported a mean accuracy of 0.63 

[95% CI 0.56-0.71]”



RuleFit (Friedman & Popescu, 2008)
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Example: Depression treatment outcomes

• Psychotherapy (CBT) vs. Pharmacotherapy (PHA)

• Treatment outcome: Depression rating scale score

• N=694 observations (from 7 studies)



library("pre")

set.seed(42)

pre_mod <- pre(HRSDt1 ~ Tx_group + Age + Gender + education + 

ComorbidAnxiety + HRSDt0, data = metadata) 

print(pre_mod)

rule  coefficient                                           description

(Intercept)   14.0434584                                                     1

rule41    1.9168924 Tx_group %in% c("CBT") & ComorbidAnxiety %in% c("yes")

education   -1.2840478                                   1 <= education <= 4

rule18   -1.1955925                                          HRSDt0 <= 24

rule61    1.1180350                   HRSDt0 > 20 & Tx_group %in% c("CBT")

rule38    1.1021041            ComorbidAnxiety %in% c("yes") & HRSDt0 > 20

rule65   -1.0429025  HRSDt0 <= 24 & HRSDt0 <= 16 & Gender %in% c("female")

rule24   -0.8392146                   HRSDt0 <= 18 Gender %in% c("female")

rule1   -0.1621209                                           HRSDt0 <= 18



From trees to rules
𝑟1 𝑥 = 𝐼 HRSDt0 > 18

𝑟3 𝑥 = 𝐼 education > 1

𝑟4 𝑥 = 𝐼 HRSDt0 > 18 ⋅ 𝐼(education ≤ 1)

𝑟5 𝑥 = 𝐼 HRSDt0 > 18 ⋅ 𝐼(education > 1)



RuleSHAP (Spadaccini et al., 2025)

Estimation and uncertainty with hierarchical Horseshoe prior 
(Busatto & van de Wiel, 2025)
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Example: Cholesterol levels

• Merged data from epidemiological cohort studies (N≈20,000)

• 8 predictors, 4 artifical noise features 





Estimating effects

Notoriously difficult in presence of multicollinearity and 
interactions!

SHAP methods (e.g., Lundberg & Lee, 2017) use Shapley values



Estimating effects: Shapley values

v is a model’s output (e.g., prediction)

j a predictor of interest

P the full set of p predictors

S a subset of s predictors



Estimating effects

Notoriously difficult in presence of multicollinearity and 
interactions

SHAP methods (e.g., Lundberg & Lee, 2017) use Shapley values

Notoriously heavy computation! 

RuleSHAP (Spadaccini et al., 2025): Simplified expression for 
interventional SHAP values for rule ensembles
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