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The Civic AI Lab
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The Civic AI Lab
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● Civic-centered and community-minded design, development and 
deployment of AI technology

● We co-create with Academia, Government, Industry and Civil society
● We also serve as an information point for residents and businesses who 

have questions about new AI technologies and the ethical and inclusive 
use of them



XAI: eXplainable AI



XAI: eXplainable AI
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Model outputs must be understandable and transparent to the 
decision makers and the subjects impacted by them

Model XAI

User 
feedback
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AI systemData

The black box nature of AI systems comes 
from the interaction of many simple 
components

Decision 

Decision Data

AI system

‘Black-box’ metaphor



Complex systems raise concerns

7



Complex systems raise concerns

● Why this ad?
● Why this discount?
● Why this recommendation?
● Why was I rejected?
● Can I change the outcome?
● When will the system fail?
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XAI motivators
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Model verification

User trust

Compliance

Accountability



Responsible AI
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The EU AI ACT

Ethics Guidelines



Compliance - GDPR
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https://www.enforcementtracker.com/; 04/10/22
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XAI approaches



Explanations types
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Global explanations
Explain a model’s decision-making 
process in general. Typically: 
feature importance.
Treeinterpreter, PDP, feature 
importance

Local explanations
Explain a single prediction. Since it 
remains challenging to establish 
fidelity to black box models in 
globally interpretable 
approximations, much attention is 
put on local explanations.
LIME, SHAP, Skater



Feature attribution 
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Counterfactual explanations
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A counterfactual describes the smallest required change to a feature 
value that changes the prediction to a predefined desired output
● Model: forecast for next week is 5,000 orders
● Question:Which feature values must be changed to decrease the 

forecast to 4,000?
● Counterfactual:  If your delivery on the weekend is no longer 

free, you will decrease the forecast to below 4,000 transactions



XAI in practice: challenges



Algorithmic aversion

Dietvorst et al.  Algorithm aversion: People erroneously avoid algorithms after seeing them err. Journal of Experimental Psychology,  2015.

“We show that people are especially averse to algorithmic forecasters 
after seeing them perform, even when they see them outperform a 
human forecaster. This is because people more quickly lose confidence in 
algorithmic than human forecasters after seeing them make the same 
mistake”
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XAI tools: deployed on already-built models
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Gashi, M.;  et al. .State-of-the-Art Explainability Methods with Focus on VisualAnalytics Showcased by Glioma Classification. 
Biomedinformatics 2022,2, 139–158.



Different stakeholders require different explanations

From: Belle V, Papantonis I. Principles and Practice of Explainable Machine Learning. Front Big Data. 2021 
19
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○ Counter-intuitive or difficult to understand explanations

○ Deployment/usability constraints (computing-time, UI)

Disconnect between algorithmic research and
 in-deployment contexts



Disconnect between algorithmic research and
 in-deployment contexts
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“Most of us as AI researchers
are building explanatory agents for 
ourselves, rather than for the intended 
users”

T. Miller et al. Beware of inmates running the Asylum, IJCAI Workshop on explainable AI, 2017.



Common setting

● Automate tedious or repetitive task
● System acquired or co-designed AI 

system
● Challenged by end-user adoption and 

acceptance 
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How can we make this 
system explainable in 
deployment?



Limited agency to enable explainability 

Business Practitioner Vendor
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● Limited agency
● Mitigation after system is built

● Regulatory constraints 
● Deployment/maintenance costs



XAI as an afterthought
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● Deployment constraints make ad hoc explanations tedious and costly 
in practice

● Generating explanations is no guarantee for transparent outcomes 
● Cost-benefit balance to consider when XAI is a desirable property for a 

product

End users are not helped by XAI



The way forward



Need for culture shift
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How can we make this 
system explainable in 
deployment?

How do we establish SOPs to 
ensure transparency & 
accountability throughout the 
development process?



Ask fundamental questions

● Why do you need AI for this task?
● Is the system transparent?
● When and how does the system fail?
● What are the potential harms that could occur?
● What types of explanations are needed? for whom? 
● Can we ensure explainable outcomes?
● Who is responsible for ensuring transparency/XAI?
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XAI as a process rather than a product 
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● Mobilise the AI community to develop useful XAI tools that help solve 
realistic and relevant problems while embracing the challenges of real 
world datasets and collaboration with domain experts

● Encourage and create meaningful incentives for a stakeholder-centric 
approach to create useful applications and systems

● Embrace and normalise direct communication between stakeholders and 
AI developers/researchers



Thank you!
h.haned@uva.nl

https://hindantation.github.io/

https://hindantation.github.io/

