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Outline of the talk

• Three short stories

• In praise of laziness

• Dependence is a blessing

• The truth lies elsewhere

• An adaptive handling of dependence

• The naïve option

• A new class L of linear prediction scores

• Optimal prediction within L
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In praise of laziness

The lazy option can be the best

Ignoring dependence 1 - 0 Not ignoring dependence
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Dependence is a blessing

Global testing a.k.a Signal detection

• p null hypotheses H(j)
0 : γj = 0, j = 1, . . . , p.

• p pointwise test statistics T = (T1, . . . ,Tp).

• Global testing is the test of H0 : γ = (γ1, . . . , γp) = 0

• by aggregating the pointwise Tj, j = 1, . . . , p.

Functional ANOVA is a special case of global testing
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Dependence is a blessing

The Higher Criticism [Donoho and Jin, 2004, 2008]

• The Rare-and-Weak paradigm : T ∼ N
(
µ;Σ

)
with

• A small fraction of non-zero coordinates in µ

• Coordinates of µ have small amplitudes

• The Higher-Criticism global test statistics :

HC = max
j: 1

n≤p(j)≤ 1
2

√
n

j
n − p(j)√

p(j)(1− p(j))

• Reaches optimal (Chernoff) detection bounds when Σ is
diagonal.
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Dependence is a blessing

Under dependence : Hall and Jin (2010)
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Dependence is a blessing

Under dependence : Hall and Jin (2010)
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Dependence is a blessing

Whitening enhances detectability !

Ignoring dependence 1 - 1 Not ignoring dependence
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The Phonological Neighborhood Density study

Phonological Neighborhood Density (PND) of a word : number
of words that can be generated by replacing a phoneme with

another phoneme in the same position.

Examples : PROUD has a high PND, PROMPT has a low PND

Words with high PND : [(Chen et al., 2011)]

• are recognized more slowly ;

• elicits greater changes in blood oxygenation in the left than
in the right hemisphere of the brain.
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The Phonological Neighborhood Density study
PND × channels hemodynamic curve data for 14 subjects.
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The Phonological Neighborhood Density study

The linear function-to-scalar regression framework

• Hemodynamic response curve : Y =
(
Y(t1), . . . ,Y(tp)

)′
• Channel, Brain side, Subject effects : x = (x1, . . . , xm)

′

Y = βx + ε, with ε ∼ N (0;Σ)

`1-penalized deviance estimation [(Rothman et al., 2010)]

D(β;Σ, κ) = n log det(Σ) +

n∑
i=1

(Yi − βxi)
′Σ−1(Yi − βxi) + κ||β||1,

where κ > 0 is the penalty parameter.
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The Phonological Neighborhood Density study
How does the choice of Ω = Σ−1 affect estimation ?

• Two options for High vs Low PND difference curve :
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• Two options for D(β;Σ, κ) :

• A diagonal Σ ;

• A close factor approximation of the sample estimate of Σ.
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The Phonological Neighborhood Density study

Focus on feature selection

Ignoring dependence Accounting for dependence
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The Phonological Neighborhood Density study

Ignoring dependence or not depends on the interplay of
the patterns of dependence and association signal.
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The good old normal linear regression setup
Linear regression settings

• Y a (numeric) response variable

• X = (X1, . . . ,Xp)
′ a p-vector of explanatory variables

(
X
Y

)
∼ N

{(
µx

µy

)
;

(
Σx σxy

σ′xy σ2
y

)}

Optimal linear prediction score (Oracle) :

Lopt(X) = µy + (X − µx)
′Σ−1

x σxy,

≡ (X − µx)
′Σ−1

x σxy

with a focus on R2 = cor2(Y,L(X)).
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The good old normal linear regression setup
Linear regression settings

• Y a (numeric) response variable

• X = (X1, . . . ,Xp)
′ a p-vector of explanatory variables(

X
Y

)
∼ N

{(
µx

µy

)
;

(
Σx σxy

σ′xy σ2
y

)}
Optimal linear prediction score (Oracle)

Lopt(X) ≡ (X − µx)
′Σ−1σxy,

with conditional variance-covariance matrix of X given Y :

Σ = Σx −
σxyσ

′
xy

σ2
y
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The naïve linear prediction score
Optimal linear prediction score

Lopt(X) ≡ (X − µx)
′D−1

σ R−1D−1
σ σxy,where R = D−1

σ ΣD−1
σ ,

≡ (X − µx)
′D−1

σ UD−1
λ U′D−1

σ σxy,

where R = UDλU′ is the SVD of R,
≡ Z′D−1

λ γ

where Z is a whitened version of X : Var(Z) = Dλ.

Naïve linear prediction score

LN(X) ≡ (X − µx)
′D−1

σ IpD−1
σ σxy,

≡ (X − µx)
′D−1

σ UU′D−1
σ σxy,

≡ Z′γ
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Naïve vs optimal linear prediction score
Relative efficiency (over all γ)

Let v(λ) denote the eigenvector associated to the only positive
eigenvalue of λλ−1′ + λ−1λ′ with v(λ)′v(λ) = 1. Then,

f (R2
opt) + 1

f (R2
opt) + gmax(λ)

≤ R2
N

R2
opt

≤ 1,

where gmax(λ) = v(λ)′λ.v(λ)′λ−1 and f (x) = x/(1− x).

Sharp bounds

• Worst case : If γ = v1/2(λ), then R2
N reaches its lower limit.

• Best case : for any vector γ with only one nonzero
coordinate, R2

N reaches its upper limit.
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Naïve vs optimal linear prediction score
Comparison study (based on data-driven simulations)

• (Σ,σxy, σ
2
y ) estimated using a public gene expression

dataset [lu et al., 2004] with n = 30 and p = 403

• Two scenarios for γ : worst and best case

Naive OLS Ridge PLS

Worst case n = 1000
0.23

[0.09, 0.53]
0.79

[0.77, 0.81]
0.79

[0.77, 0.81]
0.79

[0.76, 0.81]

n = 30
0.13
[0,0.44]

0.22
[0, 0.53]

0.55
[0.31, 0.69]

0.38
[0.02, 0.66]

Best case n = 1000
0.80

[0.78, 0.82]
0.79

[0.77,0.82]
0.80

[0.78, 0.82]
0.80

[0.78, 0.82]

n = 30
0.80

[0.78, 0.82]
0.23
[0, 0.53]

0.78
[0.64, 0.82]

0.80
[0.78, 0.82]
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Naïve vs optimal linear prediction score
Comparison study (with the real Y, age of a subject)

Distribution of CV’d R2 over 50 random splittings
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A new class L of linear prediction scores
It all started with the following observations :

LOLS(Ẑ) ≡ Ẑ′D−
λ̂
γ̂ = λ̂−1′ξ(Ẑ),

LN(Ẑ) ≡ Ẑ′γ̂ = 1′ξ(Ẑ)

where ξ(Ẑ) = Ẑ � γ̂ and � stands for the term-by-term product.

A wide scope of dependence handling strategies is covered by :

L =
{

Lh(Ẑ) = h′ξ(Ẑ), h = (h1, . . . , hp)
′, with h′h = 1

}
.

Note : L ⊂ {`′X, ` ∈ Rp}.
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A new class L of linear prediction scores

L contains Ridge prediction scores

LRidge(Ẑ, κ) ≡ h′κξ(Ẑ).

with

• limκ→+∞ hκ = (1/
√

p)1p ... leading to LN(Ẑ)

• limκ→0 hκ = λ̂−1/
√
λ̂−1′λ̂−1 ... leading to LOLS(Ẑ).
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A new class L of linear prediction scores

L contains PLS prediction scores

LPLS(Ẑ,m) ≡ h′mξ(Ẑ).

with

• hm=1 = (1/
√

p)1p ... leading to LN(Ẑ)

• hm=min(n−1,p) = λ̂
−1/
√
λ̂−1′λ̂−1 ... leading to LOLS(Ẑ).

Note : PCR and Lasso prediction scores do not belong to L.
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Optimal prediction within L
The optimal vector h depends on λ and γ :

hopt =
{

Var(ξ(Ẑ))
}−1

Cov(ξ(Ẑ),Y).

where

Var(ξ(Ẑ)) =
(
Dλ + γγ′

σ2
y

)
�
(
γγ ′
)
+ o(n),

Cov
{
ξ(Ẑ),Y

}
= γ�2 + o(n).

Implemented in R package AdaptiveRegression available at
https://github.com/fhebert.
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Optimal prediction within L
A toy simulation study (n = 20, p = 19) [Witten and Tibshirani, 2009]

• Xj, j = 1, . . . , 10 are equicorrelated with ρ = 0.9

• Xj, j = 11, . . . , 19 are mutually independent and
independent of Xj, j = 1, . . . , 10.

• Two scenarios for the association signal :

• Sc. 1 : βj = j, j = 1, . . . , 10 and βj = 0, j = 11, . . . , 19

• Sc. 2 : βj = 0, j = 1, . . . , 10 and βj = 20− j, j = 11, . . . , 19
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Optimal prediction within L
A toy simulation study (n = 20, p = 19) [Witten and Tibshirani, 2009]

Scenario 1 Scenario 2
Within L OLS 0.30 (0.17) 0.28 (0.17)

Naive 0.79 (0.01) 0.23 (0.18)
Ridge 0.73 (0.08) 0.55 (0.15)
PLS 0.66 (0.30) 0.22 (0.27)

Adaptive 0.76 (0.08) 0.52 (0.16)
Out of L Scout 0.76 (0.05) 0.54 (0.13)

PCR 0.68 (0.27) 0.21 (0.25)
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Optimal prediction within L
Comparison study in a high-dimensional situation

• Li et al. (1996)’s data available in the R package cggd ;

• X : NIRS of samples of orange juice between 1100 and
2500 nm at 2 nm intervals (n = 215, p = 700) ;

• Y : is the concentration of saccharose.

OLS Naive Lasso Ridge PCR PLS SLM Scout Adaptive
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Tentative conclusion
Three take-home messages

• To whiten or not to whiten is an ill-posed question

• The best handling depends on the true association signal
and the dependence pattern

• Handling of dependence is not only a high-dimensional
issue

Things I have not said :

• Estimating the optimal h raises numerical issues ;

• L is a general framework to derive exact optimization of
hyperparameters for Ridge and PLS.
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