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Abstract 

This article describes a strategy to deal with missing data using the SOLAS for Missing Data 

Analysis software package to perform multiple imputation. Short examples of some single 

imputation techniques are presented in order to illustrate the disadvantages of these methods, 

and the concept of multiple imputation is introduced. Finally, an example outlining how 

multiple imputation is applied in SOLAS is described. 
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Missing data is a problem that confronts every data analyst. Missing values lead to less 

efficient estimates because of the reduced size of the database, and standard complete-data 

methods of analysis no longer apply. For example, analyses such as multiple regression use 

only cases that have complete data, so including a variable with numerous missing values 

would severely reduce the sample size and potentially result in biased estimates depending on 

the missing data mechanism. 

Until recently, the only missing-data methods available to most data analysts have 

been relatively ad-hoc practices such as listwise deletion. These ad-hoc methods, though 

simple to implement, have serious drawbacks, which have been well documented. 

Single Imputation refers to any method whereby each missing value in a dataset is 

filled in with one value, yielding one complete dataset. The imputed dataset will fail to 

provide accurate measures of variability because subsequent analyses would fail to account 
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for missing-data uncertainty. Regardless of the imputation method, imputed values are only 

estimates of the unknown true values. Any analysis which ignores the uncertainty of missing 

data prediction will lead to standard errors that are too small, p-values that are artificially low, 

and rates of Type I error that are higher than nominal levels. 

Single Imputation - Means 
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Figure 1. Mean Imputation 

As Figure 1 shows, imputing the mean will systematically underestimate the variability of the 

resulting imputed distribution because there will be no residual variance. Also, any correlation 

that exists between the variables is not being kept. 
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Single Imputation - Regression 

Similarly, Figure 2 shows that when the imputed values all lie on the best fit regression line, 

the residuals for all of these values will be zero. 

An Example of Bias Introduced by Last Value Carried Forward (LVCF) 

LVCF is a technique that is frequently used in the pharmaceutical industry. The 

last observed value for a patient is used to fill in missing values at a later point in 

the study. 

Figure 3. Example of Last Value Carried Forward 
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An obvious example where LVCF will result in biased results would be in the case of 

degenerative diseases. Using the last observed value to impute for missing data at a later time 

point in the study means that a high observation will be carried forward, resulting in an 

overestimation of the true end-of-study measurement. 

Multiple Imputation 

Multiple Imputation is a technique that replaces each missing datum with a set of m >1 

plausible values. 

Figure 4. Multiple imputation 

The m versions of the complete data are analysed by standard complete-data methods, and the 

results are combined using simple rules to yield estimates, standard errors, and p-values that 

formally incorporate missing data uncertainty. The variation among the m imputations reflects 

the uncertainty with which the missing values can be predicted from the observed ones. 

Once Multiple Imputations (Mi’s) have been created, the datasets may be analysed by 

any method that would be appropriate if the data were complete. For example, one could 

perform linear or logistic regression procedures using any standard statistical package. Any 

model would have to be fitted m times, once for each imputed dataset, and the results across 

these datasets will vary as a reflection of missing data uncertainty. 

An overall set of estimated coefficients and standard errors can be obtained by 

combining the results using the rules given by Rubin (1987). 
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Rubins rules are as follows: 

For each of the M complete datasets, let, 0„, ,m = 1,..., M, be M complete-data estimates for 

a parameter 0 , and £/„ , m = 1,..., M, be their associated variances. The MI estimate, or 

overall estimate, is given by 

e = YjsmiM 

The total variance for the estimate has two components that take into account variability 

within each dataset and across datasets. The within-imputation variance is 

U = '£jU„,/M 

The between imputation variance is 

B = -oj /M 

The total variance, T, is the sum of the two components with an additional correction factor to 

account for the simulation error is 

T = U +(i_A/“')b 

Basic Steps in Multiple Imputation using Propensity Scores 

The aim of the Multiple Imputation procedure in SOLAS is to create m multiply imputed data 

sets in such a way that they can be combined to produce valid inferences. The propensity 

score method, which SOLAS uses, is a nonparametric method, in the sense that you do not 

have to make explicit assumptions about the model that your data follow.' 

' SOLAS 2.0 will also have a parametric (regression) model for multiple imputation. 



116 

For each time period/variable and each group: 

• Via logistic regression, model the missingness using only data that had been observed 

prior to the missing value. 

• Based on results of the logistic regression, calculate the propensity that a subject would 

have a missing value at that period. 

• Group subjects based on quintiles of the propensity score.' 

• Within each quintile: 

a) From the observed data in this quintile, create a Posterior Predictive 

Distribution (PPD) of observed data by taking a random sample (with 

replacement) equivalent in size to the number of observed data. 

b) From the PPD, randomly sample (with replacement) to choose an imputed 

value for each missing value. 

• Repeat the entire procedure to create M complete datasets. 

As an illustration of the two random samplings with replacement, say that in 

quintile number 3 there are 10 cases in total - 7 cases have observed values and 3 

cases have missing values. Figure 5 below shows how the sampling is performed. 

' SOLAS 2.0 allows the user to set the number of imputation subgroups, and to match on covariates in addition 
to the propensity score. 
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Estimated Posterior 
Predictive Distribution 

Figure 5. An illustration of the 2 random samplings with replacement 

SOLAS for Missing Data Analysis 

SOLAS for MDA is the only commercially available software package that performs 

Multiple Imputation. SOLAS applies an implicit model approach based on 

Propensity Scores and an Approximate Bayesian Bootstrap to generate the 

imputations. The multiple imputations are independent repetitions from a Posterior 

Predictive Distribution for the missing data, given the observed data. 

The data that we will use for this example is from a clinical trial. Two longitudinal 

variables (blood pressure and cholesterol) were measured for each of 50 patients. Repeated 

measures were taken at monthly intervals for 4 months. 

SOLAS has a feature which allows the user define a longitudinal variable which is 

made up of a set of repeated measures. So, for example, the longitudinal variable CHOL is 

made up of the four repeated measures variables MeasB_0, MeasBl,..., MeasB_3. 
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To set up a Multiple Imputation in SOLAS is very easy. The Base Setup dialog box is where 

you define which variables you want to impute, and which variables you want to use as 

possible covariates for the logistic regression that is used to predict the response propensity. 
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If you want to run an imputation using all of the system defaults, then you can select OK at 

this point. However, if you want to make some changes to the logistic regressions that are 

performed, you can do so in the Univariate, Multivariate and Advanced Options tabs. 

Once you have selected which variables you want to impute, you can view the missing 

pattern in your data and identify which values are bounded missings, which are univariate 

missings and which are multivariate missings in the Missing Pattern tab. 

The Univariate tab affords the user complete control over the logistic regression for all 

univariately missing values. (For the purposes of this example, a value is considered 

univariately missing if it is missing in a certain period of one longitudinal variable, but 

observed in the same period of the other longitudinal variable.) 

Variables can be added to or removed from the covariate pool, and terms can be forced 

into the regression model. If the logistic regression does not converge, you have the option to 

select a variable, the values of which will be used as a propensity score. 
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Similarly, in the Multivariate tab, the user can customise the regressions for all of the 

multivariately missing values. (For the purposes of this example, a value is considered 

multivariately missing if it is missing for a certain period in one longitudinal variable, and is 

also missing in that same period of the other longitudinal variable.) 

Multiple ImpuMtion E3 

Base Setup | Mittng Pait«n | Unrvanate Multivaiiate | Advanced Opboro | 

Vatiable*: 

UBS 
SYMF’DUn 
AGE 
Mea*A„0 
MoatA 1 
Mf3a»A .2 
MeatA 3 
M«n*B 0 
MeaiBJ 
Mea»B_2 

Non-roodd 
Variable Name N Covaiiatez Forced Propensity 

• Period_ 3 
Period_1 

Period.0 P p 
SYMPDUR r r 
AGE r r 

Period_2 

Period_0 p r 
Period_1 p p 

Click on the ♦/- sign in front of a variable name to 
expand/contract the Sst ol covariate* associated with it. 

OK ^ Cancel j Help 
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The Advanced Options tab contains controls related to the logistic regressions. Here you can 

set parameters such as the model tolerance, the convergence criterion and the number of 

iterations to convergence. 

Once the multiple imputation has run, the imputed datapages appear with the imputed 

values appearing in blue. The default for the number of imputations is 5, but this can be set to 

between 2 and 10 imputations. Each of these datapages can be saved for later analysis or 

exported to any other stats package. 

The multiple imputation Rollup Editor is a table which gives the mean and the 

standard error of the mean for every imputed variable for each of the 5 multiple imputations. 

SOLAS also provides a Rollup feature which automatically combines these means and 

standard errors from each of the imputed datasets into one repeated imputation inference, 

using the rules described earlier.’ 

" The SOLAS 2.0 RollUp editor will automatically combine and present the results of any analysis performed on 
multiply imputed datasets. 
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