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Practical Guidelines on the Required 

Sample Size in a Two Group Multivariate Mean 

Comparison 

Timo Bechger 

Abstract 

This paper concerns the sample size required for two group multivariate mean 

comparison. Its main purpose is to provide guidelines on the sample size that 

is required (a) for sufficient power of the T test, and (b) for the sample means 

to be reasonably close to the population values. To facilitate the choice of the 

expected difference the well-known indices for effect size by Cohen (1977) 

and Stevens (1980) are expressed in terms of the common language effect size 

measure proposed by McGraw and Wong (1992). Cohen's effect size meas¬ 

ures was used to simplify the relation between the precision of the estimate 

and sample size. Examples are given. 
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Introduction 

In the planning stages of experimental or quasi-experimental studies 

one should choose an appropriate sample size. One criterion is that the sample 

should be large enough for statistical tests to have sufficient statistical power. 

A second criterion is that each sample be large enough to obtain estimates that 

are reasonably close to the population values. Although both statistical power 

and the precision of the estimates increase with sample size, they need not re¬ 

quire the same sample size. 

This paper concerns two group mean comparison. Its main purpose is 

to provide practical guidelines on sample size requirements for sufficient 

power of the t test, as well as for sample means to be reasonably close to the 

population values. To illustrate these guidelines we apply them to the reading 

literacy study that was recently conducted by the international association for 

the evaluation of education (e.g. Elley, 1994; Bechger, 1997). 

Univariate Comparison of Means 

If two samples of independent observations have been drawn from 

normally distributed populations with unknown common dispersion, the t test 

is used to test the equality of the means in two populations. Cohen (1977) de¬ 

fines a standardized measure of population effect size d as the difference in 

mean values divided by the common population standard deviation, i.e., d = 

(u, - pj) d indicates by how many standard deviation units the population 

means are separated. 

Table 1: Group size required for power 0.80 and 0.90, a =0.05 (two 
sided) with the univariate t test. Adapted from Table 2.4.1 
in Cohen (1977). 

Effect size; d = 0.2 <1 = 0.5 d = 0.8 

Power: 0.80 0.90 0.80 0.90 0.80 0.90 

Common 

group size: 393 526 64 85 26 34 
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With an a prior estimate of the effect size, the sample size required to 

detect the difference with specific power can be looked up in tables provided 

by Cohen (1977). As a rough rule-of-thumb, Cohen (1977) suggests that an 

effect size around 0.2 is small, an effect size around 0.5 is medium and an ef¬ 

fect size > 0.8 is large. Table 1 shows the group sizes required to detect these 

effects with adequate power (e.g., at least 80%). 

McGraw and Wong (1992) suggest that the predictive value of the dif¬ 

ference is easier to interpret than Cohen's effect size. The predictive value of 

the significant difference may be investigated by randomly pairing members 

from both populations and counting how many times a subject from the first 

group is really different from the subject in the other group. A less cumber¬ 

some procedure starts by assuming that the difference has a normal distribu¬ 

tion with mean (pi - p2) = A and variance 2o2. Let P(X, - X, > 0) denote the 

probability that the first randomly chosen subject has a higher score than the 

subject from the other population. This probability equals: 

P^Z : 
0 - 

Jla) 
Z < 

Jla) (1) 

If the cumulative probability associated with the z-value is 0.50, A/^ = 0, 

and the results have no predictive value. McGraw and Wong call this prob¬ 

ability the common language effect size measure.1 

If one expresses the common language effect size measure in terms of 

Cohen's effect size one would know immediately the relation between the 

common language effect size measure, sample size and power. Suppose, for 

instance, that 70% is judged to be the minimal predictive effect size. 

P.' Z < 'i = 0.70. (2) 
\ Jlo) 

Equation 2 implies that A/ is about 0.50 and 

1 Mishra et al. (1986) call (1) an overlapping coefficient. They were probably the first to 

propose this effect size measure. 
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A r- 
— = 0.50 -Jl, (3) 
a 

where A/a is Cohen's effect size measure. 0.50-J2 <=0.71, which is Cohen's 

effect size corresponding to a predictive effect of 0.70. A further look at the 

tables for the standard normal distribution shows that a mean difference larger 

than 2 standard deviations corresponds to an almost perfect separation of the 

groups. 

Multivariate Comparison of Means 

Hotelling (1931) offered the T2 test as a multivariate generalization of 

the univariate t test for independent samples, i.e., a test of the hypothesis that 

two groups have equal means on p variables. A multivariate measure of over¬ 

all effect size can be calculated as: 

D2= (H.1-|i2),S-‘(li1-li2), (4) 

where p, and |c, denote the sample mean vectors in the first and second group. 

respectively, (..)* denotes transposition, and S the inverse of the common 

within-group covariance matrix.2 D2 is a natural squared generalization of the 

univariate effect size, where the means have been replaced by mean vectors 

and the standard deviation by its squared multivariate generalization of within- 

group variability. 

The power of the T2 test can be determined using the tables provided 

by Cohen (1977, Table8.3.1- 8.3.33). For this purpose, Cohen's effect size 

/ may be calculated as (cf. Stevens, 1980): 

(5) 

2 Note that T2=D2 times (n|n2)/(n,+n2), where n, and n2 denote the sample size in group 1 

and group 2, respectively (Stevens, 1986, p. 140). 
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If no estimate of D2 can be obtained one may use the conventions sug¬ 

gested by Stevens (1980). These are: IT = 0.25 for a small effect, D2 = 0.64 

or 1.00 for a medium effect and IT2 = 2.25 for a large effect. In Table 2, I 

summarized some group sizes required for adequate power of the T2 test. 

Table2: Sample sizes required for adequate power (0.80, 0.90) of 
Hotelling's T2 test given a = 0.05. Cohen 's (1977) Tables 
8.4.4 to 8.4.5 were used entering the Table with u= p and 
f as calculated with Equation 5. 

D2= 0.25 02= 0.64 d2= 1.00 I>~ 2.25 

nr. of 

variables 

4 

6 

8 

78 101 

96 124 

110 140 

121 153 

31 40 

38 49 

43 55 

48 60 

20 26 

24 31 

28 35 

31 39 

9 12 

11 14 

13 16 

14 17 

power 0.80 0.90 0.80 0.90 0.80 0.90 0.80 0.90 

It is concluded that even for small effects, i.e., D2 = 0.25, power is good 

when there are more than 153 subjects in each group. 

Multivariate significance implies that there is a linear combination of 

the variables (the discriminant function), which is significantly separating the 

groups (Flury and Riedwyl, 1988). Discriminant analysis may be performed 

to determine the weights for the linear combinations of the variables that 

maximally discriminate between the two groups. The significance test for a 

two-group discriminant analysis is Hotelling's T2. Hence, the power analysis 

is the same as well as the sample size requirements. 

How large should E)2 be in order for a difference in mean vectors to 

have any predictive value ? Morrison (1988, p. 235) proves that if the dis¬ 

criminant function is used to classify subjects, assuming equal prior prob¬ 

abilities of group membership, the probability of misclassification equals : 

P(Z < - D/2). (6) 
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If we accept a minimum predictive value of 70%, the probability of misclas- 

sification must be less then 0.30, which means that D2 should be equal to or 

larger than 1.00 to have sufficient predictive value, i.e., a medium effect. 

The Sample Size that is Required to Estimate Means 

This section concerns the size of the sample that is required to obtain 

in each single group a sample mean which is close enough to the population 

value. The following formula may be used as a first approximation to the re¬ 

quired sample size (Barnett, 1974, Section 2.5): 

n « S2/( — )2 . (7) 

S2 is the population variance, k denotes the tolerable difference between the 

population mean and the sample mean and z<t the value of the standard normal 

distribution with probability a, where a denotes the risk of obtaining an ab¬ 

solute difference between the sample mean and the population mean greater 

than k. 

The population variance is usually unknown. To remove S2 from the 

formula, k may be expressed in terms of standard deviation units, i.e., k = c 

S, where c is a constant that must be chosen to represent a reasonable differ¬ 

ence. Formula 7 now reduces to: 

2 

(8) .2 ' c 

If we apply Cohen's rule of thumb in this context, c takes the values 

0.2, 0,5 and 0.8. Given a = 0.05, the relationship between the tolerable dif¬ 

ference and the required sample size n turns out to be very simple. 

(9) 
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This means that at least 96 observations are required for a 'small' tolerable 

difference, given 5% probability of not obtaining such tolerance. 96 is a rather 

small sample in this context, which suggests that other values of c may be 

more appropriate in this situation. In the international reading literacy study, 

for instance, 0.IS was considered an acceptable precision, which corres¬ 

ponds to an effective sample size of about 400 subjects in each of the par¬ 

ticipating nations (Elley, 1994; Rust, 1995). 

Conclusion 

In practice, methodologists or statisticians are often asked for a single 

indication of the minimal sample size. In addition, they are required to justify 

their choice in terms that are acceptable from a substantive point of view. To 

this aim, we used effect size measures to provide guidelines on sample size 

requirements for sufficient power and for precise estimation. We demon¬ 

strated that the CL effect size measure can be related to sample size and statis¬ 

tical power, and that it can be generalized to the multivariate case. We also 

demonstrated that Cohen's rules of thumb may be used to obtain a simple re¬ 

lation between precision of estimation and sample size. 

The formulae presented above are based on simple random sampling 

from a very large population. When a complex sampling design is employed 

the estimate of the sample size may be updated by multiplying the estimated 

sample size by the so-called rfevign effect (e.g. Cochran, 1977, p. 21). In the 

reading literacy study, the design effects on the mean literacy scores ranged 

from 5.9 to 10.1 (Rust, 1995). The true sample size, corresponding to an ef¬ 

fective sample size of 400, must therefore lie between (5.9 x 400=) 2360 and 

(10.1 x 400=) 4040. Samples of this size were indeed gathered by the major¬ 

ity of the countries that participated in the study (e.g. Postlethwaite and Ross, 

1992, Table 2.2). Even samples between 590 and 1010 would have been 

acceptable according to Cohen’s rule of thumb. 
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