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Abstract 

In order to investigate the data quality in mail surveys a 

meta analysis of existing research literature was conducted. 

In total, 28 articles were reviewed in which mail and face 

to face surveys were compared, and 19 articles in which mail 

and telephone surveys were compared. It was found that both 

face to face and telephone surveys give higher response 

rates and less item non response than mail surveys. However, 

mail surveys result in more accurate answers. And, in 

general, mail surveys perform better when sensitive or 

embarrassing questions are being asked. 
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Introduction 

The potential high response rate of mail surveys, together 

with their low costs and geographical flexibility (Houston & 

Ford, 1976; Kanuk & Berenson, 1975), make mail surveys an 

attractive alternative for telephone and face-to-face 

surveys (cf. Thornberry, Nicholls & Kulpinsky, 1982). 

That high response rates for mail surveys are possible, is 

the result of much effort of researchers over the last three 

decades. The large number of empirical studies on response 

increasing techniques for mail surveys has been summarized 

in several comprehensive review articles and quantitative 

reviews (Baumgartner & Heberlein, 1984; Goyder, 1982; Heber- 

lein & Baumgartner, 1978; Kanuk & Berenson, 1975; Linsky, 

1975; Yu & Cooper, 1983). 

The utility of a data collection technique does not only 

depend on costs and response rate, but also on the quality 

of the data collected (Herman, 1977, see also Jones & Lang, 

1982, and De Leeuw & Hox, 1988). Unfortunately the issue of 

data quality, or response error has received little 

attention in methodological studies on mail surveys (Houston 

& Ford, 1976). In empirical studies on mode effects 

however, mail surveys are often included as one of the 

methods compared. This makes it possible to investigate 

differences between the data resulting from mail surveys and 

the data resulting from face to face and telephone surveys 

on several indicators of data quality. 

To integrate research findings on mode differences and to 

provide a comprehensive review on this subject, we used 

principles of meta-analysis (Glass, McGaw, and Smith, 1981). 

This method makes it possible to present both an overview of 

mode differences found with respect to data quality, and an 

estimate of the (effect) size of those differences. After a 

short introduction on meta-analysis, we will give a syste¬ 

matic overview of empirical findings on differences between 

mail surveys and face to face interviews, and between mail 

surveys and telephone interviews. We will end with a short 

summary and a discussion of the findings. 
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Method 

On Meta-Analysis 

Though the name "meta-analysis" deceptively suggests other¬ 

wise, meta-analysis is not one method or one type of 

analysis. Meta-analysis or integrative analysis, as it is 

often called, is a coherent set of quantitative methods for 

reviewing research literature (Glass, McGaw and Smith, 1981; 

Light and Pillemer, 1984). The primary aim of meta-analysis 

is inferring (non-causal) generalizations about substantive 

issues from a set of studies directly bearing on those 

issues (Jackson, 1980). In meta-analysis quantitative study 

outcomes from known research on a particular, well defined, 

question are statistically combined. 

The methods used in meta-ana 1ysis are not new. The 

principles of meta-analysis are the same as those governing 

"ordinary" survey research. Typical steps taken in meta¬ 

analysis are: a precise definition of the research problem, 

data collection (i.e. collection of relevant articles or 

papers), coding of the variables of interest, and statisti¬ 

cal analysis (Wolf, 1986). In general, the dependent 

variable "study-outcome" is operationalized in two ways: 

both the significance level (p-value) and an effect-size 

measure are coded. Furthermore, background variables such as 

year of publication, and source of publication are routinely 

coded, just as age and sex are routinely asked in a survey. 

Also, several research design characteristics of each study 

are coded (e.g. sampling method, type of subjects). This 

coding process results in a data matrix in which the cases 

(or rows) are the research studies of interest for the meta¬ 

analysis. Standard statistical procedures can then be used. 

In other words, the basic idea is to apply statistical 

methods, with the published statistics in previous studies 

of interest as the data (Walberg and Haertel, 1980). This 

distinguishes meta-analysis from the more traditional, 

narrative forms of literature review (Bangert-Drowns, 1986). 
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Retrieval and selection of the studies reviewed 

We started our meta-analysis with an on-line computer search 

of the relevant literature. The abstracting services used 

were: Psychological Abstracts (1967 - 1986), Sociological 

Abstracts (1963 - 1986), Dissertation Abstracts (1861 - 

1986), and Dialog/SSCI (Social Sciences Citation Index, 1972 

- 1986). The following key words were used, both single and 

in combination: artifact, bias, comparison, data collection 

method, face to face, interview, mail, personal, postal, 

response, response bias, response effect, response style, 

social desirability, survey, and telephone. In addition the 

abstracts of SRM, a Dutch documentation center in the field 

of social research methodology, were searched for the period 

1979 to 1986. The reference lists of the studies found in 

this way were then searched to uncover additional studies. 

Most studies found (81%), were done in the U.S.A. This 

could partly be a result of the data bases available for the 

computer search. In order to avoid "retrieval bias", we 

published an appeal for research articles in three European 

Newsletters. 

Studies were included in the meta-analysis when they 

empirically compared telephone and face to face interviews 

with mail surveys or self-administered questionnaires. 

Articles that only reviewed past literature, without 

presenting any new material, were not included. A second 

important criterion for inclusion was that the study 

reported at least one indicator for "data quality". 

Therefore, papers reporting response rates only, were not 

included. 

In total 28 articles and reports were found in which mail 

and face to face surveys were compared on the quantity and 

the quality of the data, and 19 articles and reports in 

which mail and telephone surveys were compared. Fourteen 

different journals in the domains of psychology, sociology, 

marketing and opinion research, medicine, and criminology, 

provided the relevant literature. The oldest reference was 

published in 1947, the most recent one in 1987. Some studies 
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were (partly) reported in more than one article or paper. In 

order to avoid dependencies between the cases in the 

statistical analyses, the unit of analysis or case in this 

meta-analysis is a study, and not an article or paper 

(Bangert-Drowns, 1986; Rosenthal and Rubin, 1986). This 

explains why the number of cases reported in the analysis is 

less than respectively 28 and 19. 

The coding of the studies 

Data quality is a complex and fuzzy concept (Bailar, 1984; 

O'Toole, Battistuta, Long, and Crouch, 1986). Especially in 

a study of subjective phenomena (i.e. attitudes, beliefs or 

other attributes, which cannot be observed directly), it is 

difficult, if not impossible, to assess the correctness of 

the answers (cf. Turner and Martin, 1984). In those cases 

various proxy variables, or indicators for the quality of 

the data have been used (Groves, 1978). As a result, a large 

variety of different indicators of data quality can be found 

in empirical comparisons of face to face and telephone 

surveys. Only those indicators for data quality used in at 

least three studies, were coded for the meta-analysis. 

These indicators are: 

(1 ) Accuracy or response validity; for this indicator 

the answer of the respondent is checked against the "true" 

value as found in official records (e.g. the possession of a 

drivers license). This indicator is only applicable when 

validating information is available (cf. Sudman and 

Bradburn, 1974) 

(2) Absence of social desirability bias (SD bias); 

inversely proportional to the number of socially desirable 

answers on a particular question. An answer is said to be 

socially desirable, when that specific answer is more 

determined by what is acceptable in society than by the real 

situation (cf. DeMaio, 1984). 

(3) Item response, inversely proportional to the number 

of no answer or missing data per question (excluding do not 

know-responses). 
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(4) Similarity of response distributions obtained by 

different modes. Indicated by the absence of a significant 

difference between the proportions obtained under the 

different modes. This indicator, though often used, is only 

a very rough indicator for data guality. 

Besides these four indicators of data quality, a fifth 

dependent variable was used: response rate, defined by the 

number of completed interviews divided by the total number 

of eligible sample units (cf. Groves and Kahn, 1979; Kviz, 

1977). 

A coding schedule, partially based on Sudman and 

Bradburn (1974), was used. We included background variables 

relating to the research report (e.g. journal, year and 

country of publication), and the study itself (e.g. type and 

size of sample, subject of the research and its saliency for 

respondents, equivalence of samples and questionnaires used 

in the study). 

For each indicator of data quality the statistical 

significance level (p-value) of the differences between the 

modes was coded, and the direction of this difference (i.e. 

which mode offers data of better quality). For the indicator 

similarity coding of the direction of the difference was 

only done when the authors of the original study gave a 

convincing justification and a decision in terms of better 

quality could safely be made (e.g. more reporting of 

undesirable behavior such as using contraceptives as a Roman 

catholic). 

To estimate the size of the mode effect, Cohen's (1969) 

effect size e was computed. Since Cohen's e, just as other 

commonly accepted effect size indices for cross-classifi¬ 

cations such as Cramer's generalized phi, partly depends on 

the marginal distributions and the number or rows and 

columns of the table, another index was also computed. This 

index, whch we call the Standard Norm for Effect Size 

(SNES), is based on Cohen's (1969) definitions for small, 

medium, and large effect size (cf. Box and De Leeuw, 1988; 

De Leeuw and Van der Zouwen, 1988). Key points on the SNES 

scale are 0 (no effect), 2 (small effect), 4 (medium 
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effect), 6 (large effect), and 8 (maximum effect). 

The unit of analysis is a study (Bangert-Drowns, 1986; 

Wolf, 1986); when a particular study used more than one 

measure of the same construct (e.g. item-(non)response for 

several questions), effect sizes were combined by taking the 

mean effect size prior to the coding (Rosenthal and Rubin, 

1986). All the studies were coded by one of the authors; 

problem cases were discussed with a statistician and with 

the co-author. 

RESULTS 

Mail and face to face surveys compared 

In total, 27 comparisons between mail and face to face 

interviews were coded. In five cases relevant information 

was not available and/or reinterviews of the same respon¬ 

dents were used; those cases were excluded from further 

analysis. The remaining 22 cases have been published between 

1 947 and 1 986. For a short description of the studies see 

Table 1. 

The most frequently used outlets for research reports were 

the Journal of the American Statistical Association (3 

times), and Public Opinion Quarterly (3). 

A variety of subjects was covered in the questionnaires, 

with a dominant role for questions about health (7 cases). 

In nine cases the surveys studied dealt primarily with 

questions about (biographical) facts, in eight cases with 

questions about behavior, in four with questions on 

attitudes, and in one case with questions about emotions. 

The samples used varied strongly with respect to the 

number of respondents (standard deviation: 1714), with an 

average sample size of 1457. In most cases (13), a random 

sample was drawn; in seven cases a convenience sample was 

used, and in two cases a panel. 
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Table 1. Comparisons of questionnaires with face to face 

interviews. Major characteristics of the studies reviewed. 

Author, year of publication, subject, indicators coded for 

meta-analysis and summary conclusion as given in the 

original article a) Some studies are partly reported in 

more than one article, the first author and year of 

publication is then given in parentheses. 

1st author Year Subject Indicator Conclusion 

Aakster 1968 

Assael 1982 

Cannel 1963 

(Cannel 1964) 

Comparison selfadminis- 

tered questionnaire, 

interviewer present 

with mail survey on 

health 

consumer/ Accuracy 

business 

health Accuracy 

S.D. bias 

Dillman 

Ellis 

Hinkle 

1984 housing Item resp 

Similarity 

1947 Reinvestigation of 

previously interviewed 

on emotions, relations 

1978 health/ Similarity 

mental 

Hochstim 1967 b) health/ 

(& Hochstim 1962) general 

Hochstim 1967 health/ 

cervical 

cytology 

Knudsen 1967 attitude/ 

relations/ 

sex 

Krohn 1975 selfreport/ 

delinquency 

Item resp 

Similarity 

Accuracy 

Item resp 

Similarity 

Similarity 

Similarity 

Locander 1976 

Mangione 1 982 

personal Accuracy 

facts 

drinking Similarity 

S.D. bias 

McDonagh 1965 

Nederhof 1984 

General reinterview 

after mailed quest, 

equity Similarity 

Mail survey more 

item nonresponse on 

complex questions, 

SAQ more on embarras¬ 

sing questions 

Mail most effective 

reducing resp.error 

When respondent has 

records selfenumera- 

tive more accurate, 

no diff. in S.D.bias 

Mail surveys less 

extremeness 

Answers on question¬ 

naire more incrimi¬ 

nating 

Mail higher SES, 

more neutral & 

negative answers 

Data collection 

strategies used, 

proved to be practi¬ 

cally interchangeable 

Questionnaire lower 

proportion women with 

restrictive norms 

No reason to assume 

one technique is any 

more valid than other 

None of the methods 

differed significant 

No significant diff.; 

in person somewhat 

more drinking 

No statistically 

significant diff. 

More altruistic in 

face to face interv. 
(lat-te. 1 continue.* on next page.) 
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Table 1. Continuation. 

1st author Year Subject Indicator 

Nuckols 1964 

O'Dell 1962 

finances/ 

insurance 

consumer 

(panels) 

Accuracy 

S.D. bias 

Itemresp 

Itemresp 

Similarity 

O'Toole 1986 health/ Accuracy 

veterans Item resp 

Siemiatyckil979 

Sudman 1965 

health/ 

community 

needs 

religion/ 

education 

Accuracy 

Itemresp 

Similarity 

Van Amstel 1981 

Van 1983 

Sonsbeek 

Walsh 1967 

Walsh 1968 

Walsh 1969 

Wierdsma 1985 

Comparing SAQ, inter¬ 

viewer present with 

mail survey 

health 

personal/ 

education 

(three re¬ 

plications ) 

health 

on health 

Accuracy 

Itemresp 

Similarity 

Similarity 

Similarity 

Wiseman 1972 

Zeiner- 1972 

Henrikson 

several Similarity 

topics 

Mail survey on cardiac 

pain of earlier inter¬ 

viewed patients 

Conclusion 

Mail panel showed up 

well, more accurate, 

less bias 

Selection of method 

is decision based on 

optimum allocation 

of research dollar 

Overall no mode 

differences, mail 

less complete 

Mail greater validi¬ 

ty & willingness to 

answer 

No large differences 

SAQ seems to give 

better measure of 

feelings 

In mail survey more 

personal problems 

were reported 

Results on medical 

consumption are 

very similar 

No method elicits 

more accurate self- 

reports than another 

Mail questionnaires 

are not second to the 

interview method 

Responses not always 

independent of method 

Two methods yield 

much variety, not 

interchangeable 

a) Country of origin of the studies was the U.S.A., with the 

exception of Aakster, Nederhof, Van Amstel, Van Sonsbeek, 

and Wierdsma (The Netherlands), O'Toole (Australia), 

Siemiatycki (Canada), and Zeiner-Henrikson (Norway). 

b) Two separate studies are reported in one article. 
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The response rate of the face to face interview is higher 

than that of the mail surveys: for the face to face inter¬ 

view a mean response rate of 75 percent is reported 

(standard deviation is 11%) versus a mean response rate of 

70 percent for the mail survey (standard deviation 7%). 

For the data quality indicators accuracy, item response, 

absence of social desirability bias, and similarity the p- 

values were combined over the cases, using the z-transfor- 

mation (Cooper 1979; Rosenthal, 1978). For each indicator 

the combined p-value was less than 0.01. 

Table 2 summarizes the results for the sizes of the mode 

effects. In most comparisons only one or two indicators of 

data quality were used. As a consequence, the data points 

for each indicator are limited and differ in number. 

Table 2. Comparison of data quality in mail and face to face 

Surveys; mean effect size, mean, standard deviation, minimum 

and maximum SNES-value, number of comparisons in analysis 

Mean e SNES a) N of 

Mean SD Min Max 

Accuracy 0.01 1.0 0.9 0 2 6 

Abs. S.D. bias 0.01 1.3 1.2 0 2 3 

Item (non)resp 0.01 1.0 0.9 02 8 

Similarity 0.02 1.3 0.9 03 15 

a) SNES (Standard Norm Effect Size) is measured on a nine- 

point scale: (0) no effect, (4) medium effect, and (8) 

maximum effect. 

Indicator 

cases 

When we inspect Table 2 we see that the mode differences 

found, though statistically significant, are small. Even the 

largest effect size found (similarity: mean SNES = 1.3), is 

according to Cohen's definitions of effect size small 

indeed. 

When possible the direction of the differences was 

estimated. For the indicators accuracy, absence of social 

desirability bias, and similarity the overall effect was in 

favor of the mail questionnaire, with one exception. In one 
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study (Cannell & Fowler, 1963) a (non significant) diffe¬ 

rence was found with slightly more socially undesirable and 

embarrassing answers in the face to face condition. In this 

specific experiment the respondents had to sign their name 

On the questionnaire in the self-enumerative condition. The 

authors use the concept anonymity in order to explain this 

unpredicted effect. They argue that anonymity rather then 

the presence or absence of an interviewer causes a reduction 

of social desirability bias when using self-enumerative 

procedures (Cannel & Fowler, 1963). 

For the indicator item response the differences were in 

general in favor of the face to face interview. However, 

when respondents were asked about their income, a different 

result was found. In that case the mail survey produced less 

item non response (Nuckols, 1964; Siemiatycky, 1979; Van 

Sonsbeek & Stronkhorst, 1983). This is in accordance with 

the findings of Aakster (1968) who reports that in a mail 

survey less item nonresponse was found on embarrassing 

questions than when a questionnaire was handed over by an 

interviewer. 

In two of the articles coded, some interesting additional 

information was given concerning the extremeness of respon¬ 

ses. Both Dillman and Mason (1984) in the United States and 

Van Sonsbeek and Stronkhorst 1983) in the Netherlands, found 

that in the face to face interview respondents are more 

likely to use the extreme positive end of a scale. 

Mail and telephone surveys compared 

In total, 17 comparisons between mail and telephone inter¬ 

views were coded. In four cases relevant information was not 

available; those cases were excluded from further analysis. 

The remaining 13 cases have been published between 1967 and 

1987. For a short description of the cases see Table 3. 
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Table 3. Comparisons of questionnaires with telephone inter¬ 
views. Major characteristics of the studies reviewed. 
Author, year of publication, subject, indicators coded for 
meta-analysis and summary conclusion as given in the 
original article a). Some studies are partly reported in 
more than one article, the first author and year of 
publication is then given in parentheses. 

1st author Year Subject Indicator Conclusion 

Assael 1982 

Bishop 1987 

Dillman 1984 

Hinkle 1978 

Hochstim 1967 
(& Hochstim 1962) 
Hochstim 1967 

Locander 1976 

Mangione 1982 

McGuire 1977 

O'Toole 1986 

Prawl 1976 

San- 1978 
Augustine 

Siemiatyckil979 
(Siemiatyckil984) 

Sudman 1974 

Kheatly 1973 

consumer/ Accuracy 
business 
Comparison of response 
effects, two cross- 
cultural experiments 
housing 

health/ 
mental 

health/ 
general 
health/ 
cervical 
cytology 
personal 
facts 
drinking 

Item resp 
Similarity 
Similarity 

Item resp 
Similarity 
Accuracy 
Item resp 
Similarity 
Accuracy 

Similarity 

Media habits, but non¬ 
equivalent groups 
health/ Accuracy 
veterans Item resp 

Educational evaluation, 
no mode comparison made 
attitudes 
on blacks 

health/ 
community 
needs 
consumer/ 
expenditure 
consumer/ 
marketing 

Similarity 

Accuracy 
Item resp 

Similarity 

Similarity 

Mail most effective 
reducing resp.error 
Order effects less 
likely in mail, form 
effects as likely 
Mail surveys less 
extremeness 
Mail higher SES, 
more neutral & 
negative answers 
Data collection 
strategies used, 
proved to be practi¬ 
cally interchangeable 

None of the methods 
differed significant 
Results equivalent, 
mail less complete 
Combination mail & 
telephone is best 
Overall no mode 
differences, mail 
less complete 
Telephone data seem 
highly credible 
Mail low response, 
more liberal; tel. 
preferable 
Mail greater validi¬ 
ty & willingness to 
answer 
Daily telephone not 
as complete as diary 
No difference in 
nature of response 

3 cont-inue.^ on ne.Kt page.) 
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Table 3. Continuation. 

1st author Year Subject Indicator Conclusion 

Williams 1976 media 
habits 

Wiseman 1972 several 
topics 

Similarity Mail more likely 
premeditated resp. 

Similarity Responses not always 
independent of method 

a) Country of origin of the studies was the U.S.A., with the 
exception of Bishop (America/Germany), O'Toole (Australia), 
and Siemiatycki (Canada). 
b) Two separate studies are reported in one article. 

The most frequently used outlets for research reports were 

the Journal of the American Statistical Association (3), and 

the Journal of Marketing Research (2). 

A variety of subjects was covered in the questionnaires, 

again with a predominant role for questions about health 

(4). In six cases the surveys studied dealt primarily with 

questions about behavior, in four cases with questions about 

attitudes, and in three cases with questions about (bio¬ 

graphical) facts. 

The samples used varied strongly with respect to the 

number of respondents (standard deviation: 1155), with an 

average sample size of 1254. In most cases (10), a random 

sample was drawn; in the remaining three cases a convenience 

sample was used. 

The response rate of the telephone interview is higher 

than that of the mail surveys: for the telephone interview a 

mean response rate of 74 percent is reported (standard 

deviation 11%) versus a mean response rate of 70 percent for 

the mail survey (standard deviation 7%). 

For the indicator absence of social desirability bias no 

data were available. For each of the remaining indicators - 

accuracy, item response, and similarity - the p-values were 

combined over the cases, using the z-transformation (Cooper 

1979; Rosenthal, 1978). For each indicator the combined p- 

value was less than 0.01. Table 4 summarizes the results for 

the mode effects on data quality. In most comparisons only 
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one or two indicators of data quality were used. As a 

consequence, the data points for each indicator are limited 

and differ in number. 

Table 4. Comparison of data quality in mail and telephone 

surveys; mean effect size, mean, standard deviation, minimum 

and maximum SNES-value, number of comparisons in analysis 

Indicator Mean e SNES a) N of cases 

Mean SD Min Max 

Accuracy 0.01 0.8 1 .0 0 2 4 
Abs. S.D. bias -- — __ _ _ o 

Item (non)resp 0.01 0.8 1.1 0 2 5 

Similarity 0.02 1.1 1.2 0 3 8 

a) SMES (Standard Norm Effect Size) is measured on a nine- 

point scale: (0) no effect, (4) medium effect, and (8) 

maximum effect. 

The mode differences found, though statistically signifi¬ 

cant, are again small. 

When possible the direction of the differences was 

estimated. For the indicators accuracy and similarity the 

differences found were in favor of the mail survey. For the 

indicator item response the differences were in favor of the 

telephone survey. An exception was the study of Siemiatycki 

(1979), who found that so called sensitive questions (e.g. 

income) had less item non response in the mail strategy. In 

general, when compared with telephone interviews, mail 

surveys tend to have more item non response and tend to do 

better with sensitive questions. 

Going back to the individual studies we see that sometimes 

additional indicators for data quality were reported. When 

we take these in consideration, an interesting pattern 

emerges. It is harder to have people answer questions in a 

mail survey. Both the overall non response and the item non 

response tend to be higher in mail surveys. But when the 

questions are answered, the resulting data seem to have a 

higher quality and well known response effects seem to be 

less influential in mail surveys. For instance Bishop and 
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Hippier (1988) found in two cross-culturally replicated 

experiments that order effects are significantly less likely 

to occur in a self-administered questionnaire than in a 

telephone survey; question wording and question form effects 

were as likely to occur in both methods. Furthermore, 

Dillman and Mason (1984), in a methodological study on 

survey modes, found that mail respondents are less likely 

than telephone (and face to face) respondents to use the 

extreme response category on the positive end of the scale. 

Summary and Discussion 

When we look at the results presented in this paper, a clear 

picture emerges. First of all, both face to face and tele¬ 

phone interviews give higher response rates and less item 

nonresponse than mail surveys. Secondly, mail surveys result 

in more accurate answers. And, in general, mail question¬ 

naires perform "better" with more embarrassing questions 

(e.g. drinking behavior, health questions, personal 

feelings). Furthermore, in a review of comparisons between 

face to face and telephone surveys De Leeuw and Van der 

Zouwen (1988) found that on all indicators the face to face 

interview scored s^iiHht^^Y. better than the telephone 

interview. 

In summary: when regarding the quality of the data, both 

mail and face to face surveys have certain strong and weak 

points. Using a telephone interview one is always slightly 

worse off. This does not mean that one should never use 

telephone interviews. There are more factors (e.g. costs, 

completion time, ease of integration into a highly 

computerized research environment) relevant for choosing the 

optimum data collection technique (cf. O'Dell, 1962). 

One should bear in mind that the studies analyzed in this 

review were all methodological experiments on the influence 

of the data collection method utilized on data quality. In 

general, these studies paid much attention to the design and 

implementation of these methods. This shows up in. the high 
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mean response rate (± 70%). Exploring the data, a tendency 

can be noted for studies with a relatively low quality (as 

indicated by size and type of sample used, and number of 

methodological details presented) to report somewhat larger 

effects than studies of a relatively high quality. This 

suggests that under field conditions, where the pressure for 

high methodological standards may be less predominant, the 

effects of data collection method on data quality may be 

stronger. 

In this article we have given a tentative and conditional 

answer to the question which method is best. We have not 

answered the question why a specific method is better. In 

the literature on survey methodology several hypotheses 

concerning the origin of certain mode differences can be 

found. 

For instance, Siemiatycki (1979) suggests that self- 

administered questionnaires are in general completed in a 

more relaxed atmosphere and without any time pressure. This 

allows the respondents enough time to check records or to 

consult others. Galtung (1967) remarked that in a self- 

enumerative questionnaire the respondent notes the answers 

down and not an interviewer. This provides the respondent 

with an extra visual check on the correctness of the answer. 

Both arguments imply a better performance on the indicator 

accuracy for the mail survey. 

Apart from being better in accuracy, mail surveys also 

give better results when sensitive questions are used. Both 

the results on social desirability and on similarity point 

in this direction. Cannel and Fowler (1963) suggest that it 

is a feeling of anonymity rather than the mere presence or 

absence of the interviewer, which causes this effect. 

Bradburn and Sudman (1974) further elaborate this idea and 

hypothesize that self presentation of the respondent is an 

important factor in how respondents answer sensitive 

questions. In their opinion self-administered questionnaires 

are more private and do not require a direct revelation of 

the self to other persons who are present. The presence of 

an interviewer on the telephone or in person may also 
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influence the responses in a positive way. A skilled inter¬ 

viewer can always get the refusal rate down (Galtung, 1967). 

Not only the refusal rate of the interview as a whole, but 

also the refusal rate of separate questions. A skilled 

interviewer can use probes, explain ambiguous questions and 

by doing this keep the item nonresponse low. In addition, 

during a face to face interview nonverbal ways of communica¬ 

tion can be used to motivate and reinforce respondents 

(Sykes and Hoinville, 1985; Dillman and Mason 1984), 

resulting in a lower amount of (item) nonresponse. 

Finally, reviews are always one step behind the actual 

state of the art. In the articles reviewed here, no explicit 

reference was made to the use of computer assisted data 

collection techniques. As the acceptance and the use of the 

computer is increasing (for instance see Spaeth, 1987 and 

Berry, 1 98 8 on the use of CATI) it is of paramount 

importance that further research in this field is done, and 

that controlled experiments and comparisons of paper and 

pencil with computer assisted techniques are performed. 
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