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The ratio of true to estimated values when determining the number of 

items in a batch by means of weighing 

by Ir. P.M. Upperman *) 

Abstract 

When weighing is used as a means of determining the number n of items 

in a batch, we have three sources of error as regards the estimate n 

of n. 

- weighing errors, 

- an error in the average weight of an item, 

sampling errors as a result of weight variation between items. 

A formula is derived giving limits for n/n as a function of the 

errors. 

In section 4 of this report a procedure for weighing, counting and 

calculating is proposed. 
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1. Introduction 

It often happens in mass production that small components are made 

in very large quantities. It is not uncommon for a batch to contain 

more than 1 ,000,000 items. It is then out of the question to count 

the number of items in each batch. It is then common practice to es¬ 

timate the number of items by weighing. 

It is, however, unavoidable that differences occur between the esti¬ 

mated and the true number of items. The allowable difference is a 

matter of negotiation between buyer and vendor. 

In order to arrive at agreement, it is necessary to know the re¬ 

lation of weighing and sampling errors with differences between the 

estimated and true number of items. 

This relation will be derived in section 6. It will be shown that 

this relation can be used to prescribe a correct weighing procedure 

ensuring that allowable differences between estimated and true num¬ 

ber will rarely be exceeded. 
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3. Definitions and assumptions 
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: the weight of one item. We assume that for each batch the 

variable g has a normal distribution. 

: the population mean of g. 

: the population standard deviation of g. 

: the coefficient of variation of g. 

: the number of items taken to determine an estimate of y. 

m 
I g.: an unbiased estimate of y. 

i=1 

: the true unknown number of items in a batch. 

: the weight of n items in a batch. 

: a random weighing error due to the weighing instrument. 

The value e has a normal distribution with mean zero and 

variance a2. 
e 

: The coefficient of variation as regards random 

measuring error. The value of Oe/w is inversely 

proportional to the quality of the weighing instrument, 

i.e. the smaller oe/w, the better the instrument. 

: an estimate of n. 

: the expected or mean value of a random variable x. 

: the variance of a random variable x. 



113 

4. The proposed weighing, counting and calculating procedure 

It is assumed that aE/w and a/u are known before weighing starts. 

The value of og/w can usually be obtained from specifications, 

whereas 0/u could be estimated by weighing a number of items separ¬ 

ately. 

Formula (11), section 6, can now be calculated to ensure acceptable 

limits for n/n. 

We then decide on the value of w which is determined by the batch size 

and the capacity of the weighing instrument. 

One takes so many items that a value w is read on the instrument. We 

then choose m items from those which have just been weighed and 

m 
l g, of these m items. We then calculate: 

i = 1 1 

9j. (1) 

(2) 

if w and g are found using the same weighing 

instrument, the use of formula (2) completely eliminates a systematic 

weighing error which is a fraction of the reading on the weighing in¬ 

strument. 

measure the total weight 

1 m 5 ' ^ j, 
and 

It is worth noting that. 
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5. The variance-covariance structure of w and q and the expected values 

of w, g and ^=w/g 

We consider batches containing an unknown number of n items. We wish 

to estimate n. If we consider the weight of these batches we have a 

random variable 

n 

I 9' + e 
i 

w 
i=1 

from a normal distribution with: 

mean: E(w) = nu 

variance: Var(w) = no + 

(3) 

(4) 

From (3) it appears that w is an unbiased estimator of np. 

When we take a known number of m items from the n mentioned above we 

have a total weight equal to 

m 
where e' is the weighing error 

We then calculate: 

or 

Obviously: 

Mean of g': E(g') = E(g) = ^ o2 

Variance of g': Var(g') = — + — m m 

In practical situations we have that o^, /m is very much smaller th-’n 

a- and we shall therefore ignore o2t/m and consequently also e'/m. 
£ 
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Therefore: 
- i m 

q' = g = — j> g. 
m j = l 3 

and E(g1) = E(g) = u 

Var(g') = Var(g) = — 
m 

(5) 

(6) 

In section 4 it was stated that the m items where taken out of the n 

We may therefore write: 

(7) 

(8) 

From (7) and (8) it follows that: 

Covariance (w, g) = 1 oz + 1 a2 + ... + 1 a2 = a2 
mm m 

W = 9l + g2 + ... + gm + + ... + gn + E 

^ i <9i + g2 + •• + V 

We shall later see that the positive correlation between w and g 

decreases the bias and the width of the confidence interval of (n/n). 

An estimate n of n will be: 

since w is an estimate of np, see (3) and g is an estimate of u, 

(5). 

We shall now calculate E(n). 

E(n) = E(^) = E 

g M(1 

- E 
u 

i + - ^ 
u 

see 
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1 o 
Using the power series expansion ^ ^ = 1-x + x + ... for small 

x < 1, we have: 

E(n) = _ E 
U 

w 1 - q - V , ,9 ~ Vs2 

= 1. E(w) - 1 E {(w - nu)(2_H) - (W - n u) (2—jj—-) 2 f 

^ ' u )2} 11 ' J 
+ ^ E { -nw (i—ii) + nu ( 

Ignoring small terms of order 3 we have: 

E(n) = nu - 1 {-1 cov{w,g) - 0 } + 1 {0 + var(g)} 

E(n) =n- — + ~— =n{l + ( o2/ u2) (J- - -L) } 
p2 u2 m ' 2 ''m n' ' 

(9) 

If w and g are not correlated, we can easily prove that E(n) = 
,1 o2/u2. 

n(l + 

2/ 2 
The bias has therefore decreased by an amount —~~ because of the 

correlation between w and g. 

The bias will in practice be very small, as the following numerical 

example shows. 

Example 

o/v = 0.05 

E(n) = n {1 + 

m = 100 n = 200,000 

°'052 (TTTO " 7mT7TKJIT) ^ = 
1.000025 n 
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6. The relation between limits for (n/n) and ( a/w) , aF/w) 

We may write n = — 
u 

We already saw that an estimate n of n equals 

n - w/g since w is an estimate of nu and g is an estimate of p. 

Using Fieller's theorem (see [l ], [2] and [3]) we introduce 

variable: 

2 = ng - w 

z has a normal distribution with 

E(z) = nE(g) - E(w) = nu - np = 0 

Var(z) = n2Var(g) + Var(w) - 2n cov(5,w) = + na2 + a2£ - 2no2 

Hence, 

Var(z) = n2uz/m - no2 + a2e 

It follows that 

u _ng - w 

/(n2o2/m - no2 + o2e) 
has a N(0,1) distribution. 

the 

Figure 1 The N(0,1) distribution 
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A (1- a)% prediction interval for u is, see Figure 1, 

ng 

/{n2o2/m - no2 + a2e) 
< + u, 

These inequalities can, after some simple calculations, be transformed 

into a (1-a)% confidence interval for n with limits 

2g 

± n/ (1 
2 2 

^->2 - (1 
2ng2 

2 2 _ ^ a u aae' /1 _ uag2' 
2 ' -2 

w mg 

(1 
mg 2 

2ng2 
± / 

2 2 u a 

(1 - 

2ng 2 
)2 - 

. 2„2 

1 - -HI - 

. u2a2 

(1 - 

mg z 

mg 2 
(10) 

Each of the terms in (10) behind the number 1 is very close to zero in 

practice. We shall therefore use the following relations for |xj 

and |yI < 1 and close to zero. 

(1 + x)2 “ 1 + 2x 

1/(1 + X) “ 1 - X 

(1 + x) (1 +y) “1 + x+ y 
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Hence 

replacing g by g gives 

(11) now gives a (1-a)% confidence interval for (n/n). 

It can easily be proved that the terms 

- —^ and - 1 in (11) change into 
2n n 

+ -4- an<3 + 4 respectively when w and g are not correlated. 
2n n 

It follows that the proposed weighing procedure which resulted in 

cov (w,g) being equal to c2 not only decreases the width of the 

confidence interval of (n/n), but also centres it more closely around 

one. 
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7. A numerical example 

We assume that we have a good quality weighing instrument with 

aE/w = 0.001 

We further have 

o/w = 0.05 and also 

m = 100 and n = 200,000 

We use a 95% confidence interval and therefore ua = 2. From (11) we 

find 

n 

n 

1 + 4*0.0025( 
1 
W 400,000' 

2/(0.052( 
1 
W 

1 
200,000 

)+0.001 2) (12) 

" = 1 + 0.0001 - 25 * 10-9 ± 0.0102 
n 

0.9899 < " < 1.0103 or 0.9898 n < n < 1.0102 n 
n 

(13) 

We thus see that differences between n and n can therefore amount 

to 1 %. 

Using the method discussed in [4] we find 0.9902 n < n < 1.0098 n. 

The practical difference between the methods is therefore negligible. 
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8. Recommendations and conclusions 

From (12) and (13) it appears that the term 0.052/100» the variance of 

g, the estimate of y, contributes the most to the width of the 

interval for n/n. 

It is therefore wrong practice to use a fixed value y for each code 

number, when y may vary from batch to batch. It could well happen that 

y varies through wear and tear of machines when many small metal com¬ 

ponents are made on those machines. 

Once it has been decided to determine an estimate of y, this estimate 

can be made as accurate as required by using a sufficiently large 

value of m. On the face of it, it seems rather contradictory to count 

and weigh items in a weighing procedure which has been designed to 

avoid counting. However, the value of m can be so much smaller than n 

and counting can be greatly facilitated by using a special flat paddle 

with, say, 100 depressions so that it can contain only 100 items. In 

this way, the counting and weighing of in items hardly involves any 

extra costs. From (12) and (13) it appears that, for the given exam¬ 

ple, a narrow interval for n/n can most easily be obtained by 

increasing the value of m. 

In most practical situations the value of n is much larger than m. We 

therefore may omit n in the right-hand side of equation (11). We then 

find: 

o 2 

u / [ —— 
e 

+ 
a w 2 n 
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